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Abstract

Objective: Accurate diagnosis of early Alzheimer disease (AD) plays a critical role in preventing the progression of memory
impairment. We aimed to develop a new deep belief network (DBN) framework using 18F-fluorodeoxyglucose (FDG) positron
emission tomography (PET) metabolic imaging to identify patients at the mild cognitive impairment (MCI) stage with pre-
symptomatic AD and to discriminate them from other patients with MCI.

Methods: 18F-fluorodeoxyglucose-PET images of 109 patients recruited in the ongoing longitudinal Alzheimer’s Disease
Neuroimaging Initiative study were included in this analysis. Patients were grouped into 2 classes: (1) stable mild cognitive
impairment (n ¼ 62) or (2) progressive mild cognitive impairment (n ¼ 47). Our framework is composed of 4 steps: (1) image
preprocessing: normalization and smoothing; (2) identification of regions of interest (ROIs); (3) feature learning using deep neural
networks; and (4) classification by support vector machine with 3 kernels. All classification experiments were performed with a 5-
fold cross-validation. Accuracy, sensitivity, and specificity were used to validate the results.

Result: A total of 1103 ROIs were obtained. One hundred features were learned from ROIs using the DBN. The classification
accuracy using linear, polynomial, and RBF kernels was 83.9%, 79.2%, and 86.6%, respectively. This method may be a powerful tool
for personalized precision medicine in the population with prediction of early AD progression.
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Introduction

Alzheimer disease (AD) is an insidious progressive neurode-

generative disease. It is also the most common type of senile

dementia. Alzheimer disease mainly manifests as progressive

memory disorder, cognitive disorder, personality change, and

language disorder that seriously affects social, career, and life

functions.1 The etiology and pathogenesis of AD have not been

elucidated; the characteristic pathological changes are tau

hyperphosphorylated neurofibrillary tangles in nerve cells as

well as neuronal loss with glial cell proliferation.2

The early diagnosis of AD is primarily associated with the

detection of mild cognitive impairment (MCI), a prodromal

stage of AD.3,4 Although the memory complaints and deficits

of MCI do not notably affect the patients’ daily activities, it has

been reported that MCI has a high risk of progression to AD or

other forms of dementia. The accurate early diagnosis of AD,

especially identifying the risk of progression of MCI to AD,

affords patients’ with AD awareness of the severity and allows

them to take preventative measures.5,6 Hence, predicting AD

from MCI has an important clinical value.

18F-Fluorodeoxyglucose (FDG) positron emission tomogra-

phy (PET) measures the decline in the regional cerebral metabolic

rate of glucose, offering a reliable metabolic biomarker even in
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patients with presymptomatic AD because the regional metabolic

aberration underlies the functional and cognitive decline seen in

patients with AD.7 Positron emission tomography scans provide

functional information that is unique and unavailable using other

types of imaging. Hence, 18F-FDG-PET is recognized as a poten-

tial tool for presymptomatic diagnosis of AD, offering acceptable

sensitivity and accuracy.8 The analysis of 18F-FDG-PET based

on artificial intelligence, such as machine learning and deep learn-

ing, has gradually become mainstream.9

For example, Zhang10 et al used Multiple Kernel Learning

to build a classifier for MCI and normal group (NC), which was

further used to classify MCI converters and nonconverters.

Two imaging modalities, nuclear magnetic resonance imaging

(MRI) and FDG-PET, were used together with 1 non-imaging

modality, cerebrospinal fluid (CSF) measurements. Young11

et al proposed building an AD versus NC classifier using a

Gaussian process, which was then used to classify MCI con-

verters and nonconverters. Wang12 et al proposed 2 partial least

squares–based approaches to classify MCI converters and non-

converters using MRI, FDG-PET, and florbetapir PET.

Additionally, with the development of deep learning, a few

deep neural networks have also been applied to recognize AD-

related progression patterns. Lu13 et al proposed a multiscale

deep neural network–based deep belief network (DBN) for

classification using measures from a single modality. Liu14

et al constructed a cascaded convolutional neural network to

learn the multilevel and multimodal features of MRI and PET

brain images. Suk15 et al used a deep learning–based latent

feature representation with a stacked autoencoder (SAE) by

using MRI, FDG-PET, and CSF data. They also16 found a

novel method for a high-level latent and shared feature repre-

sentation from neuroimaging modalities via deep learning; they

used Deep Boltzmann Machine (DBM), found a latent hier-

archical feature representation from a 3-dimensional (3D)

patch, and then devised a systematic method for a joint feature

representation from the paired patches of MRI and PET with a

multimodal DBM.

However, these existing methods have limitations. Most of

these attempts toward developing automated tools to identify

progressive MCI have resulted in limited accuracy (less than

80%). Therefore, the present study aimed to propose a novel

framework with a deep neural network based on DBN, which

can effectively learn the patterns of metabolic changes

between MCI converters and nonconverters using FDG-PET

images.

Materials and Methods

As shown in Figure 1, the proposed framework is composed of

4 steps: (1) image preprocessing, including normalization and

smoothing; (2) identification of regions of interest (ROIs); (3)

feature learning, including unsupervised pretraining in DBN

and supervised fine-tuning in back-propagation (BP) network;

and (4) discrimination of MCI-to-AD converters from patients

with normal MCI using support vector machine (SVM).

Figure 1. The workflow in this analysis was composed of 4 steps: image preprocessing, obtaining regions of interest, feature learning, and
support vector machine (SVM) classification.
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Materials

Data for this article were obtained from the publicly available

Alzheimer’s Disease Neuroimaging Initiative (ADNI) data-

base17 (http://adni.loni.usc.edu). The ADNI was launched in

2003 as a public–private partnership, led by principal investi-

gator Michael W. Weiner, MD, VA Medical Center and Uni-

versity of California San Francisco. Patients were recruited

from over 50 sites across the United States and Canada. This

multisite open-source data set was designed to accelerate the

discovery of biomarkers and to identify and track AD pathol-

ogy. For up-to-date information, see http://www.adni-info.org.

Participants (n ¼ 109) were evaluated at baseline and in

6- to 12-month intervals following initial evaluation for up to

10 years. 18F-fluorodeoxyglucose-PET scans acquired at the

baseline visit were used in the present analysis. We included

the patients who were diagnosed with MCI and had a Mini-

Mental State Examination (MMSE) score of at least 24 points

at the time of PET imaging. Additionally, we requested a min-

imal follow-up time of at least 6 months. The patients were

stratified into patients with MCI who converted to AD (MCI-

to-AD converters, progressive mild cognitive impairment

[pMCI]) and those who did not (MCI nonconverters, stable

mild cognitive impairment [sMCI]).

The PET data acquisition details can be found online in the

study protocols of the ADNI project. Images were acquired 30

to 60 minutes after the injection. Age, sex, and MMSE did not

differ significantly between the 2 groups (P > .1). Demographic

and clinical information of these patients are described in

Table 1.

Image Preprocessing

Image data were processed using statistical parametric map-

ping (SPM8; http://www.fil.ion.ucl.ac.uk/spm/) implemented

in MATLAB R2014b.18

The aim of preprocessing was to spatially normalize the

images into Montreal Neurological Institute (MNI) space. The

image preprocessing was composed of 2 steps: normalization

and smoothing. All original DICOM data were converted to the

NIfTI format file using dcm2nii. For every patient, their images

were spatially normalized to the standard MNI space provided

by SMP8 with linear and nonlinear 3D transformations. After

that, the normalized images had a spatial resolution of 91� 109

� 91 with a 2 � 2 � 2 mm3 voxel size. Finally, normalized

FDG images were smoothed using an isotropic Gaussian

smoothing kernel with a full-width at half-maximum of 10 �
10 � 10 mm3.

Region of Interest

In our study, a region-growing algorithm19 is set to extract

spatially constrained atoms in whole brain images to reduce

the computational burden. These ROIs in the sample series are

composed of voxels whose series share some similarity; some

regions are homogeneous while some are heterogeneous. We

therefore aim to segment the brain cortex into a set of disjoint

regions, each being a set of voxels connected with respect to its

26-connexity; the resulting regions are homogeneous in the

whole series. This is achieved by means of a competitive

region-growing algorithm, which is an iterative procedure for

image segmentation.

This procedure starts from small regions, in our case, the set

of all singletons of voxels in the PET images, which grow

simultaneously at each step by merging with other neighboring

voxels or regions on the basis of similarity criteria.

Because similarity is measured through correlation, we

chose to measure the similarity between 2 regions as the mean

correlation between the series of any 2 voxels, each belonging

to a different region. The similarity measure between 2 regions

is as follows:

sðC;DÞ ¼ 1
#C#D

X
v;w2C�D

corrðyv; ywÞ; ð1Þ

where corr is Pearson linear correlation, #C is the number of

voxels in region C, and yv is the series of voxel v, yw is the

series of voxel w.

For a single voxel v, the neighborhood is defined N(v),

which is the 26-connected neighborhood for v. The neighbor-

hood of region C can be defined as follows:

NnðCÞ ¼
�
D 2 En;D 6¼ Cj9ðv;wÞ 2 C � D;w 2 NðvÞ

�
; ð2Þ

where En are candidates for merging in step n. Since all regions

compete at each step for merging, it is necessary to define a

merging rule.

We used the mutual nearest neighbor principle,20 which is

designed to merge the most similar regions at first. A pair of

neighboring regions, such as C and D, will merge if it fulfills

the following condition:

mnnðC;DÞ ,

C ¼ arg min
K 2 NnðDÞ

sðK;DÞ

and
D ¼ arg min

L 2NnðCÞ
sðC; LÞ

:

8>><
>>: ð3Þ

The algorithm stops when all regions have reached the crit-

ical size or when additional merging is not possible.

In this analysis, according to the algorithm, all 3D 18F-

FDG-PET images in the training data set were stacked along

a fourth (subject) dimension (4D), creating a single 4D

image to be used in the region-growing algorithm, which

was set to extract spatially constrained atoms with a size

Table 1. Patient Demographics.

Group
Gender,

M/F Age, Years
Conversion,

Month
MMSE
Score

pMCI (n ¼ 47) 27/20a 73.3 + 7.1a / 27.1 + 1.2a

sMCI (n ¼ 62) 38/24a 75.8 + 6.1a 12.2 + 4.38 27.8 + 1.4a

Abbreviations: AD, Alzheimer disease; MCI, mild cognitive impairment; MMSE,
Mini-Mental State Examination; pMCI, progressive mild cognitive impairment;
sMCI, stable mild cognitive impairment.
at test, P > .1.
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threshold of 1000 mm3. To limit the memory demand, the

region-growing algorithm was applied independently in

each of the 116 areas of the anatomical automatic labeling

(AAL) template.21

Feature Learning

Hinton et al22 reported that deep supervised nets can be trained

by adding an unsupervised pretraining by restricted Boltzmann

machine (RBM) for parameter initialization. In the deep learn-

ing model, with a relatively small number of training samples,

the DBN, which was stacked with RBMs, has certain

advantages.23

A DBN is a deep architecture that is suitable for delivering

nonlinear and complicated machine-learning information. A

DBN model is actually a multilayer perception neural network

with 1 input layer, 1 output layer, and several middle-hidden

layers unit. The higher level layer connects to its lower layer by

RBM,24 which uses the result of the lower layer to activate the

next higher level layer. For DBN, the training contains 2 steps,

unsupervised pretraining and supervised fine-tuning.

Unsupervised pretraining. First, the model is pretrained as an

SAE. The autoencoder acts as an unsupervised concept extrac-

tor for the original data samples. It learns the latent represen-

tation in the hidden layer (encoder) and reconstructs the data in

the output layer (decoder). The core of this step is RBM.

Restricted Boltzmann machine is based on the assumption25

of the Boltzmann distribution between observed and hidden

variables generalized to Gaussian distributions, which setup

the foundation of our model.

A simple RBM is composed of a visible layer and a hidden

layer. The visible layer has m nodes, v1; v2 . . . vmf g. The hid-

den layer has n nodes, h1; h2 . . . hnf g. b1; b2 . . . bnf g and

c1; c2 . . . cnf g are the bias of each node, and w is the weight

value between nodes.

For pairwise training between nodes of input layers and

hidden layers, a conditional Gaussian distribution is used:

Ppðhj ¼ 1jvÞ ¼ sig cj þ
Xm
i¼1

vjwij

 !
: ð4Þ

Ppðvi ¼ 1jhÞ ¼ sig bj þ
Xn
j¼1

hjwij

 !
; ð5Þ

where sig is the logistic function: sigðxÞ ¼ 1
1þe�x. The KL dis-

tance between the sample distribution and the edge distribution

of the RBM network can represent the difference between

them:

KLðqjjpÞ ¼
X
X2O

qðxÞln qðxÞ
pðxÞ ¼

X
X EO

qðxÞlnqðxÞ �
X
X EO

qðxÞlnpðxÞ;

ð6Þ
where O is the sample space, q is the distribution of input

samples, q(x) is the probability of the training sample, and P

is the edge distribution represented by the RBM network. We

minimize the KL to fit the training data during training

progress.

Supervised fine-tuning. Because the deep network is prone to

local optimization, the choice of initial parameters has a great

impact on the final convergence location of the network.

Therefore, DBN training is divided into pretraining and

fine-tuning.

The parameters trained by DBN are used to initialize a BP

network with the same structure. Back-propagation network

adopted a gradient descent algorithm to fine-tune the weight

of the whole network to coordinate and optimize the para-

meters of the whole DBN. The feature vector mapping of the

DBN is optimized, and the size of the input apace is

simplified.

We take some measures to reduce chances of overfitting

during training progress—(1) Dropout strategy26: Dropout is

a popular strategy to prevent overfitting. We choose the per-

centage of units kept to feed to the next layer. For training, half

of the hidden units were dropped randomly in each iteration,

while the other half were retained to feed features to the next

layer. For testing, all the units were kept to classify patients. (2)

Regularization strategy27: The purpose of adding regularization

terms is to reduce the error of the test set at the cost of increas-

ing the error of the training set. Because in the case of a small

amount of data, if the training set error is small, it may appear

overfitting. L2 regularization is used in this analysis to reduce

the summation of parameters squared.

Classification of SVM

To perform classification tasks, we use a model such as SVM28

to replace the traditional SoftMax function in DBN29 because

SVM achieves maximum margin classification in the training

data set. Additionally, SVM is a more powerful model when

the kernel function is adjusted to support nonlinear mapping.

The input of the SVM is the result of feature coding of the

original regions ROIs by the DBN. In the classification experi-

ment, 3 kernel functions (linear, polynomial, and radial basis)

were used for detecting features’ generalization ability and

classification reliability.

Comparison Experiments

Two shallow models are applied for comparison. The first

one is a standard SVM without deep architecture-based fea-

ture learning. We use the average metabolism of 90 regions

extracted from the standard AAL template as the SVM fea-

ture input. For the second model, we use principle compo-

nent analysis (PCA) for feature extraction. In the training

set, we used PCA to reduce the dimension of ROIs obtained

by the region growth algorithm. The number of PCA

eigenvectors was chosen to retain 95% variance, and the

feature after dimension reduction was used as the feature

input of SVM.
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Three different kernel functions were used in SVM. A 5-fold

cross-validation method is used for classification. The accu-

racy, sensitivity, and specificity are used to evaluate the model

performance.

Results

Region of Interest

According to this competitive region-growing algorithm, we

finally obtain 1103 ROIs, as shown in Figure 2. Although

voxels in these regions in the series are similar, for 2 types

of samples, pMCI and sMCI, some regions are heteroge-

neous and some are homogeneous. These ROIs may offer

enhanced clinical utility by utilizing information specific to

PET signals.

Figure 3 shows the average of standardized uptake value

ratio of samples in all ROIs. Each column represents a single

sample, and each row represents the same ROI from the region-

growing algorithm. In addition, we observed from the figure

that in some ROIs, the average metabolism of the 2 types of

samples was significantly different. This proves that some

ROIs we extracted were heterogeneous, which can reflect the

difference between pMCI samples and sMCI samples.

Feature Learning

Age, sex, and MMSE did not differ significantly between the 2

data sets as shown in Table 1; we propose DBN as the main

deep model for feature learning in this study. We use metabo-

lism features in ROIs as input of our single-mode DBN. The

output is the result of relearning the features. We aim to pre-

serve the original features as much as possible while reducing

the dimensions of features. Thus, the essence of the DBN is the

process of feature learning, that is, achievement of enhanced

feature expression.30

Our deep model is shown in Figure 4. First, a DBN

stacked by 3 RBMs was used for feature dimension reduc-

tion and recoding like an autoencoder. The input feature

dimension is 1103 (the number of ROIs), and the output

feature dimension is 100. For each layer, the number of

nodes is 1000, 500, 500, and 100. Then, the trained para-

meters of DBN were used to initialize a BP network with

the same structure, and the parameters of last hidden layer

are the last extracted features.

All the training steps shared the same BP approach. The cost

function was minimized using gradient descent with mini-

batches31; the training set was randomly divided into several

mini-batches, or subsets, with 5 samples in each batch. In each

iteration, only one of these mini-batches was used for minimi-

zation. After all the samples were used once for training, the

training set was ordered and divided again so that batches in

each different echo will not have the same samples. The initial

learning rate was set to 0.001.

We used training cost and accuracy of final SVM classifi-

cation to measure the deep feature learning model. As shown in

Figure 5, we found that when the number of network epoch

increased, the accuracy of classification rise, and the training

cost decreased. When the number of epochs achieved 90, the

cost and accuracy gradually tend to be stable. Hence, we

choose 90 epochs in our experiments.

Classification of SVM

The mean accuracy, sensitivity, and specificity of the cross-

validation experiment are shown in Figures 6 and 7 and Table 2.

In the classification experiment, using features from the DBN

with radial basis, kernel, linear, and polynomial achieved accura-

cies of 86.6%, 83.9%, and 79.2%, respectively, to distinguish

Figure 2. The 1103 regions of interest (ROIs) extracted from the region-growing algorithm.

Figure 3. Average of standardized uptake value ratio of samples in all
regions of interest (ROIs).
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MCI-to-AD converters from stable patients with MCI. As a

result, classification experiment with RBF kernel has best accu-

racy, specificity, and area under the curve (AUC) value.

Comparison Experiment

The results of the comparison experiment are shown in Figure 8

and Table 3. As a comparison, the classification accuracy of the

combination of PCA and SVM and AAL and SVM was 79.5%
and 63.1%, respectively. As we can see from the Table 3, ROIs

extracted by the region-growing algorithm better reflects the

differences compared to the AAL template; compared to tradi-

tional PCA, DBN has better feature extraction capability. The

DBN shows more profound feature information through layer-

Figure 5. The influence of the number of epochs on the accuracy and
cost of classification in deep belief network (DBN).

Figure 6. Receiver operating characteristic (ROC) curves with dif-
ferent kernels.

Figure 7. Receiver operating characteristic (ROC) curves with 5-fold
cross validation.

Table 2. Classification Performance With Different Kernels.

RBF (%) Linear (%) Poly (%)

Accuracy 86.6 83.9 79.2
Sensitivity 89.5 89.6 98.3
Specificity 85.2 79.2 62.3
AUC 0.908 0.887 0.846

Figure 4. Deep belief network for feature learning.
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by-layer feature transformation and extraction, overcoming the

fact that PCA cannot extract nonlinear information.

Discussion

In this study, we achieved an 86% accuracy to predict AD

from MCI, which is a better result than others reported in

the literature. Table 4 shows the results from current meth-

ods to predict the conversion of MCI. Although the data

used in different studies are not identical, they all come

from the ADNI database; therefore, they share a similar

acquisition and preprocessing procedure, allowing compar-

isons to be made.

As shown in Table 4, we achieved the best results in accu-

racy and sensitivity and achieved almost the best results in

specificity. Possible reasons include the following:

(1) For the extraction of ROIs, we use a competitive

region growth algorithm to extract ROI. In the study

by Lu13 et al, the voxels in each ROI were clustered

into patches through k-means clustering based on the

Euclidean distance of their spatial coordinates, which

means that voxels spatially close to each other would

belong to the same patch. Suk15 et al performed a 2-

sample t test on each voxel, selected voxels with a P

value smaller than the predefined threshold, and

extracted patches as ROIs with a fixed size by taking

each of these voxels as a center. The results show that

the ROIs extracted through our method have greater

differences. We obtain the ROIs with spatial coordi-

nates according to Pearson correlation of the sample

series, which can reflect better differences between

samples than single voxel or the ROIs obtained based

on the Euclidean distance.

(2) In terms of feature learning, we adopted an improved

DBN model that reduces the complexity of the whole

prediction algorithm while using single modality data.

A DBN adopts the training and fine-tuning mode of

training, which means that unsupervised pretraining

can help deep learning find better optimal parameters

for reducing errors, effectively avoiding the problem

of parameter selection. Therefore, only a small amount

of a sample can train a good classifier using a DBN,

which has obvious advantages in the recognition of a

small sample.

(3) For the classification, we use SVM for classifiers to

replace SoftMax in last layer of BP network because

SVM has prominent advantages in solving the problem

of identifying small samples.

Although our method based on a single modality can

guarantee a high level of specificity, accuracy, and sensitiv-

ity, some limitations and disadvantages also exist in our

method:

Figure 8. Receiver operating characteristic (ROC) curves of the
comparison experiment.

Table 3. Classification Performance of the Comparison Experiment.

Accuracy, % Sensitivity, % Specificity, %

AAL þ SVM 63.1 84.1 24.2
PCA þ SVM 79.5 76.2 80.2
DBN þ SVM 86.6 89.5 85.1

Abbreviations: AAL, anatomical automatic labeling; DBN, deep belief network;
PCA, principle component analysis; SVM, support vector machine.

Table 4. Classification Performance of the Published State-of-the-Art
Methods.

Reference Modality Patients Accuracy Sensitivity Specificity

Zhang10

et al,
2011

PET þ MRI
þ CSF

80 73.9 68.6 73.6

Young11

et al,
2013

MRI þ PET
þ APOE

143 69.9 78.7 65.6

Wang12

et al,
2016

PET þ MRI
þ ADAS

129 86.1 81.3 90.7

Liu32 et al,
2017

PET þ MRI 234 73.5 76.19 70.37

Cheng5

et al,
2017

PET þ MRI
þ CSF

99 79.4 84.5 72.7

Zhu33 et al,
2015

PET þ MRI 99 72.4 49.1 94.6

Lu13 et al,
2018

PET þ MRI 521 81.55 73.33 83.83

Lu13 et al,
2018

PET 626 81.53 78.20 82.47

Suk16 et al,
2015

PET þ MRI
þ CSF

99 83.3 – –

Proposed
method

PET 109 86.6 89.5 85.2

Abbreviations: CSF, cerebrospinal fluid; MRI, magnetic resonance imaging; PET,
positron emission tomography; ADAS, alzheimer’s disease assessment scale;
APOE, apolipoprotein E.
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(1) Due to the limited data in the ADNI database, we only

used a limited data set, so the network structure used in

our experiment to discover information from MCI is

not necessarily suitable for other data sets. Also, the

number of cases in this study appeared not much for a

current AI learning, and it is still not enough to gen-

eralize our experimental results. We need more in-

depth research, such as learning the optimal network

structure from big data, for a practical application of

deep learning in clinical scenarios.

(2) Many other modality characteristics in the ADNI data

set, such as clinical information, age, education, and

CSF parameters, are not used, and it is still necessary

to design a multimodal deep learning network to learn

potential relationships among features from multiple

modalities.

(3) There is no general and intuitive way to visualize the

training weights or interpret the underlying character-

istics. Effectively visualizing or interpreting the repre-

sentation of potential features is a major challenge that

needs to be addressed by both machine learning and

the clinical neuroscience community.

Conclusion

In this study, a new framework for the early diagnosis of AD

using DBN to extract the features of FDG-PET data is pro-

posed. The framework improves the performance of deep

neural networks in identifying sMCI and pMCI objects by

using the strategy of extracting high-dimensional difference

ROIs in advance. Experiments in the FDG-PET image database

of 109 patients provided evidence to support 2 assertions: (1)

The proposed method, which uses only features derived from a

single FDG-PET modality, can be superior to existing methods

that use multimodal features in the sMCI versus pMCI classi-

fication task; (2) the proposed network can learn the discrimi-

nant mode from the difference ROIs to obtain a more robust

classifier with better discriminant performance. We argue,

therefore, that the proposed method can be a powerful means

to represent neuroimaging biomarkers for the early diagnosis

and prediction of AD populations.

Author Contribution

Ting Shen and Jiaying Lu equally contributed to this work.

Declaration of Conflicting Interests

The author(s) declared no potential conflicts of interest with respect to

the research, authorship, and/or publication of this article.

Funding

The author(s) disclosed receipt of the following financial support for

the research, authorship, and/or publication of this article: This study

was supported by grants from the National Natural Science Founda-

tion of China (No. 61603236, No. 81671239, No. 81361120393, No.

81401135), the Shanghai Technology and Science Key Project in

Healthcare (No.17441902100), the Shanghai National Science

Foundation (18ZR1405400, 17ZR1427700), the Key Project in

Healthcare (No. 17441902100), and the Shanghai Sailing Program

(16YF1415400).

ORCID iD

Jiehui Jiang https://orcid.org/0000-0003-4948-3683

References

1. Alzheimer’s Association. 2013 Alzheimer’s disease facts and fig-

ures. Alzheimers Dement. 2013;9(2):208–245.

2. Grundman M, Petersen RC, Ferris SH, et al. Mild cognitive

impairment can be distinguished from Alzheimer disease and

normal aging for clinical trials. Arch Neurol. 2004;61(1):

59–66.

3. Morris JC, Storandt M, Miller JP, et al. Mild cognitive impair-

ment represents early-stage Alzheimer disease. Arch Neurol.

2001;58(3):397–405.

4. Bennett DA, Schneider JA, Bienias JL, Evans DA, Wilson RS.

Mild cognitive impairment is related to Alzheimer disease pathol-

ogy and cerebral infarctions. Neurology. 2005;64(5):834.

5. Cheng B, Zhang D, Shen D. Domain transfer learning for mci

conversion prediction. IEEE Trans Biomed Eng. 2015;62(7):

1805–1817.

6. Davatzikos C, Bhatt P, Shaw LM, Batmanghelich KN, Troja-

nowski JQ. Prediction of mci to ad conversion, via MRI, CSF

biomarkers, and pattern classification. Neurobiology of Aging.

2011;32(12):2322.e19–e27.

7. Chételat G, Desgranges B, Sayette VDL, Viader F, Eustache F,

Baron JC. Mild cognitive impairment can FDG-pet predict who is

to rapidly convert to Alzheimer’s disease? Neurology. 2003;

60(8):1374–1377.

8. Smailagic N, Lafortune L, Kelly S, Hyde C, Brayne C. 18f-FDG

pet for prediction of conversion to Alzheimer’s disease dementia

in people with mild cognitive impairment: an updated systematic

review of test accuracy. J Alzheimers Dis. 2018;64(4):1175–1194.

9. Liu X, Chen K, Wu T, Weidman D, Lure F, Li J. Use of multi-

modality imaging and artificial intelligence for diagnosis and

prognosis of early stages of Alzheimer’s disease. Transl Res.

2018;194:56–67.

10. Zhang D, Wang Y, Zhou L, Yuan H, Shen D. Multimodal clas-

sification of Alzheimer’s disease and mild cognitive impairment.

Neuroimage. 2011;55(3):856–867.

11. Young J, Modat M, Cardoso MJ, Mendelson A, Cash D, Ourselin

S. Accurate multimodal probabilistic prediction of conversion to

Alzheimer’s disease in patients with mild cognitive impairment.

Neuroimage Clinical. 2013;2(1):735–745.

12. Wang P, Chen K, Yao L, et al. Multimodal classification of mild

cognitive impairment based on partial least squares. J Alzheimers

Dis. 2016;54(1):359–371.

13. Lu D, Popuri K, Ding GW, Balachandar R, Beg MF. Multimodal

and multiscale deep neural networks for the early diagnosis of

Alzheimer’s disease using structural MR and FDG-PET images.

Sci Rep. 2018;8(1):5697.

14. Liu M, Cheng D, Wang K, Wang Y. Multi-modality cascaded

convolutional neural networks for Alzheimer’s disease diagnosis.

Neuroinformatics. 2018;16(3-4):295–308.

8 Molecular Imaging

https://orcid.org/0000-0003-4948-3683
https://orcid.org/0000-0003-4948-3683
https://orcid.org/0000-0003-4948-3683


15. Suk HI, Lee SW, Shen D. Hierarchical feature representation and

multimodal fusion with deep learning for AD/MCI diagnosis.

Neuroimage. 2014;101:569–582.

16. Suk HI, Lee SW, Shen D. Latent feature representation with

stacked auto-encoder for AD/MCI diagnosis. Brain Struct Funct.

2015;220(2):841–859.

17. Weiner MW, Veitch DP, Aisen PS, et al. 2014 update of the

Alzheimer’s Disease Neuroimaging Initiative: a review of papers

published since its inception. Alzheimers Dement. 2015;11(6):

e1–e120.

18. Lange C, Suppa P, Frings L, Brenner W, Spies L, Buchert R.

Optimization of statistical single subject analysis of brain FDG

pet for the prognosis of mild cognitive impairment-to-Alzhei-

mer’s disease conversion. J Alzheimers Dis. 2016;49(4):945–959.

19. Bellec P, Perlbarg V, Jbabdi S, et al. Identification of large-scale

networks in the brain using fMRI. Neuroimage. 2006;29(4):

1231–1243.

20. Gowda K. Disaggregative clustering using the concept of mutual

nearest neighborhood. Pattern Recognition. 1978;10(2):105–112.

21. Tzourio-Mazoyer N, Landeau B, Papathanassiou D, et al. Auto-

mated anatomical labeling of activations in SPM using a macro-

scopic anatomical parcellation of the MNI MRI single-subject

brain. Neuroimage. 2002;15(1):273–289.

22. Hinton GE, Osindero S, Teh YW. A fast learning algorithm for

deep belief nets. Neural Computation. 2006;18(7):1527–1554.

23. Tolstikov A, Biswas J, Nugent C, Parente G. Comparison of

fusion methods based on DST and DBN in human activity recog-

nition. Control Theory and Technology. 2011;9(1):18–27.

24. Roux NL, Bengio Y. Representational power of restricted Boltz-

mann machines and deep belief networks. Neural Computation.

2008;20(6):1631–1649.

25. Welling M, Teh YW. Bayesian learning via stochastic gradient

Langevin dynamics. International Conference on International

Conference on Machine Learning. Bellevue, Washington, USA,

28 June - 2 July, 2011:681–688. Omnipress.

26. Srivastava N, Hinton G, Krizhevsky A, Sutskever I, Salakhutdi-

nov R. Dropout: a simple way to prevent neural networks from

overfitting. J Mach Learn Res. 2014;15(1):1929–1958.

27. Vincent P, Larochelle H, Lajoie I, Bengio Y, Manzagol PA.

Stacked denoising autoencoders: learning useful representations

in a deep network with a local denoising criterion. J Mach Learn

Res. 2010;11(12):3371–3408.

28. Suykens JAK, Gestel TV, Brabanter JD, Moor BD, Vandewalle J.

Least squares support vector machines. Int J Circuit Theory Appli.

2015;27(6):605–615.

29. Liang Z, Zhang G, Huang JX, Hu QV. Deep learning for health-

care decision making with EMRs. IEEE International Conference

on Bioinformatics and Biomedicine. Washington, USA, 9-12

November, IEEE; 2015:556–559.

30. Hinton GE, Salakhutdinov RR. Reducing the dimensionality of

data with neural networks. Science. 2006;313(5786):504–507.

31. Bengio Y. Practical Recommendations for Gradient-Based

Training of Deep Architectures. Neural Networks: Tricks of the

Trade. Berlin Heidelberg: Springer; 2012.

32. Liu K, Chen K, Yao L, Guo X. Prediction of mild cognitive

impairment conversion using a combination of independent com-

ponent analysis and the cox model. Front Hum Neurosci. 2017;

11:33.

33. Zhu X, Suk HI, Wang L, Lee SW, Shen D. A novel relational

regularization feature selection method for joint regression and

classification in ad diagnosis. Med Image Anal. 2017;38:

205–214.

Shen et al 9



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 266
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Average
  /ColorImageResolution 175
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50286
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 266
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Average
  /GrayImageResolution 175
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50286
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 900
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 175
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50286
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (U.S. Web Coated \050SWOP\051 v2)
  /PDFXOutputConditionIdentifier (CGATS TR 001)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /CreateJDFFile false
  /Description <<
    /ENU <FEFF005500730065002000740068006500730065002000530061006700650020007300740061006e0064006100720064002000730065007400740069006e0067007300200066006f00720020006300720065006100740069006e006700200077006500620020005000440046002000660069006c00650073002e002000540068006500730065002000730065007400740069006e0067007300200063006f006e006600690067007500720065006400200066006f00720020004100630072006f006200610074002000760037002e0030002e00200043007200650061007400650064002000620079002000540072006f00790020004f00740073002000610074002000530061006700650020005500530020006f006e002000310031002f00310030002f0032003000300036002e000d000d003200300030005000500049002f003600300030005000500049002f004a0050004500470020004d0065006400690075006d002f00430043004900540054002000470072006f0075007000200034>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        9
        9
        9
        9
      ]
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /ClipComplexRegions true
        /ConvertStrokesToOutlines false
        /ConvertTextToOutlines false
        /GradientResolution 300
        /LineArtTextResolution 1200
        /PresetName ([High Resolution])
        /PresetSelector /HighResolution
        /RasterVectorBalance 1
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 9
      /MarksWeight 0.125000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
  /SyntheticBoldness 1.000000
>> setdistillerparams
<<
  /HWResolution [288 288]
  /PageSize [612.000 792.000]
>> setpagedevice


